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Abstract— Cloud computing is an important technology in order to comprehensive share and access to a series of resources without the 
need to interfere with developing services providers. The important issue about cloud computing, which is also very much considered 
today, is the load balancing and resource allocation, which has been considered in this essay. 

   Issues such as load balancing in cloud data centers, speed improvement, migration between servers, efficiency and performance, 
management, and agreements of service level, appropriate scalability, energy consumption reduction, and so on are among challenges of 
this area. The purpose of this essay is to examine and balance the load in cloud data centers in such a way that this operation causes to 
improve the quality of services in the cloud environment. Migrating between existing servers can affect the system's performance and 
efficiency, but the drop and loss of efficiency can be prevented by providing an optimal method that has been raised in this research. 

   Based on the performed evaluation, the method presented in this essay, compared to other methods, has been caused to reduce energy 
consumption and improve power of consumption, which will lead to improve the quality of the final service and the proper balancing of load, 
and can meet the needs of users in using the cloud and its services. 
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loud computing has been created from a combination of 
two words of computing and cloud. Cloud here means a 

network or network of vast networks, such as the Internet, 
that the typical user does not know a lot from behind the 
scenes and what happens there. The reason for likeness of the 
Internet to cloud is that the Internet, like cloud, hides its tech-
nological details from users and creates a layer of abstraction 
between these technical details and users.[1] For example, 
what a cloud computing software service provider presents is 
online business applications that are provided through web 
browsers or other software to users. Applications and infor-
mation are stored on servers and provided to users upon re-
quest. Details are hidden from the user's perspective, and us-
ers do not need expertise or control over the cloud infrastruc-
ture technology that they use. In some texts, computations and 
processing are used instead of the word "computing". Of 
course, computations and processing are not complete equiva-
lent of this word. Because according to the definition of valid 
dictionaries, this word means using a computer or affairs that 
a computer does, and computation and processing is just one 
of these things and works.  
 

Cloud computing is a new concept that was emerged in late 

2007. In fact, this concept is generalization on the discussion of 
change based on the need, which states while the needs of users 
are changed, the manufacturer must provide the hardware, 
software, and services related with that need. Today, with the 
rapid development of the Internet, user's need often to be met 
through the Internet, and this matter has formed the basis of 
cloud computations. [2] 

 
The National Institute of Standards and Technology (NITS) 

introduces cloud computing as a model for easy access, de-
mand-based access to large, collective computing resources 
that can be set in the network (such as networks, servers, stor-
age resources, applications, and services), which can be quick-
ly prepared by minimum effort of management or minimum 
interaction with the serve. [3] 

Cloud computing technology uses the Internet and remote 
access servers to keep data and applications. This technology 
allows consumers and business managers to use remote pro-
grams without the need to install and access their data by In-
ternet from anywhere. Cloud computing technology is being 
implemented on data centers. The data center is a basic physi-
cal unit in cloud computing, which includes large software in 
structure, data storage resources and hardware platform. [1] 
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Virtualization is the key part of designing data centers. By 
using virtualization, the complexity of lower layers of cloud 
structure such as hardware and operating system can be hid-
den from the user. The purpose of virtualization in cloud 
computing is to reduce the physical device needs, data center 
risks, and maintenance and repairing costs. [1] 

The increasing dynamics and complexity of cloud compu-
ting systems has led to an increase in the need for load balanc-
ing, which is an effective approach to improve the scalability 
of cloud services. Load balancing means sharing workload 
among several multiple sources, and one of the benefits of 
virtualization that allows to use of maximum power of hard-
ware and physical resources in the cloud environment. Load 
balancing is also a necessary mechanism to increase the 
agreement of service level and better use of resources. Here, 
the meaning of load balancing can be the processor load, the 
amount of memory used, the delay, or the load of network. In 
fact, it can be said that purpose of load balancing is to find the 
proper mapping of works on processors in the system, so that 
in each processor, an approximately equal amount of works to 
be executed until the overall execution time reaches its lowest 
amount. [1] 

Load balancing can be done in two types: static and dy-
namic. In the static model, the current state of the system does 
not matter and we need to awareness and knowledge about 
the previous state of the system. But in the dynamic model, 
according to the current state of the system, it is decided to 
load balancing. In load balancing dynamically, user's request 
is sent to less-used machines. This kind of load balancing will 
cause to increase user satisfaction, reduce response times, in-
crease resource utilization, and thus increase system opera-
tional capacity and power. 

In a cloud data center, operational construction costs are 
very high. Since a data center consists of physical servers, two 
major problems are raised about servers in the data center, 
which are the server overhead and the quality of service pro-
vided to the user. [1] 

A server should not remain idle or have a small workload 
to save on costs and energy consuming. We try to manage the 
load volume on the servers in order to improve data center 
operation power and obtain proper speed of response by 
providing a dynamic load balancing algorithm dynamically to 
meet the elasticity property and dynamic allocation of re-
sources according to the user's need. The algorithm provided 
by the virtual machines migration and load balancing will 
cause to improve the elasticity and management of the service 
level agreement, and this matter will cause to increase the 
quality of service. 

Considering that in cloud computing, the conditions and 
input parameters of the client have a great effect on the choice 
of the kind of load balancing algorithm, so, in addition to the 
client's conditions, the quality of services and cost in the cloud 
data center should also be considered in the load balancing 
algorithm. 

2 CLOUD COMUTING SERVICES 
The main cloud services include Software as Service (SaaS)3 

Platform as Service (PaaS)4 , Infrastructure as Service (IaaS)5 . 
[5], [7], [9] 
2.1 Software as a Service (SaaS) 
In this model, commercial application software is supplied as a 
service to users / clients because the client uses software compo-
nents of different providers in terms of need; therefore, the main 
purpose is to protect the information that have been formed by 
these services. The services of this layer include databases, data-
base management programs and security tools. CoreCloud and 
Host Analytic are examples of this service that are used to exam-
ine business efficiency and performance. 

2.2 Platform as a Service (PaaS) 
In this model, applications are developed on a platform or operat-
ing system, allowing the user to run their applications in the 
cloud.Avoid combining SI and CGS units, such as current in am-
peres and magnetic field in oersteds. This often leads to confusion 
because equations do not balance dimensionally. If you must use 
mixed units, clearly state the units for each quantity that you use 
in an equation. 

2.3 Infrastructure as a Service (IaaS) 
In this model, computer hardware is presented similar to servers, 
network technology, storage, and data center space as a service, 
which in order to better manage resources, including operating 
system and virtualization technology. 

 
 
 
 

3 HIGH LEVEL CLOUD COMPUTING 
ARCHITECTURE 

3.1 User Layer 
Various kinds of users, such as clients, application programmers, 
and administrators, communicate with cloud software through 
the user layer. This layer has been consisted of two application 
sub-layers and a programming environment. Cloud applications 
are visible through the application layer for end-users. Program-
ming environment users are the application cloud layer develop-
ers who are responsible for developing and using applications on 
the cloud.  

3.2 Cloud System Management Layer 
This layer provides the management of applications and virtual 
infrastructures for business solutions. This layer is responsible for 
providing virtual resources for services such as service level 
management, management of using policies and licensing man-
agement. This layer supports the scattering of applications 
through dynamic allocation of resources, thus demand for re-
sources using is minimized. The key components of the cloud  

3Software as a Service(SaaS)  
4 Platform as a Service(PaaS) 
5 Infrastructure as a Service(IaaS) 
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services management layer have been listed in following part.  
1. SLA6 Supervisor: When a client first sends a service re-

quest, the request is reviewed by the SLA's supervisor 
in order to determine the quality control requirements 
for QOS7 service, acceptance or denial request of ser-
vice, monitoring progress, and so on. [8] If any viola-
tion of the SLA is observed by the SLA's supervisor, it 
will act immediately for corrective action.    

2. Provision of Resources: Virtual Machine Accessibility 
(VMs)8 and required resources are followed through 
this mechanism and manages various requests from 
virtual servers, by creating multiple versions of Virtual 
Machine Accessibility.[4] The Resources provider is 
dynamically set to that processing is complete, even at 
peak of load. [6] 

3. Arranger and Scheduler:  Based on SLA supervisior in-
formation and resource provision, the arranger of tasks 
according to the purposes of the service provider, pri-
oritizes or arranges them. Scheduler causes to create re-
source allocation by having the latest status of resource 
provision information, including resource accessibility 
and workload processing.  

4 SIMULATION ENVIRONMENT 
To implement the proposed algorithm from a distributor, we 
used three charge communicators and four computational nodes 
per each balancer in the Cloudsim and Java language environ-
ment. All virtual machines included in this evaluation are run-
ning on the Windows 7 operating system. The operating envi-
ronment for implementation is presented in Table 4- 1 

 
TABLE (4-1).     

  CONFIGURING THE DATA CENTER 

 
 

     TABLE (4-2).       
 CONFIGURING USER BASES 

 

 
4.1 General Specifications 
In Table 4-2, all test specifications including number of users, 
number of requests per minute for all three methods are pro-
posed to evaluate the proposed algorithm for comparison with 
 

6 Service level agreement(SLA) 
7 Quality of Service(QOS) 
8 Virtual Machins(VMs) 

the original paper algorithm. 
 

TABLE (4-3).  
      TEST CONDITIONS 

 
In each of the experiments, various parameters are considered in 
the simulation step. To better understand the test and the ability 
to compare the results of different experiments with each other, 
the simulation parameters are defined in the table below. At the 
beginning of each experiment, a similar table is given, in which 
the simulation parameters of the experiment are similar to those 
in the table below. 

1.   The proposed algorithm:  
Step 1: Create a DatacenterBroker and maintain a VM status 
indicator table and the current task assigned to each VM and 
determine whether it has completed processing status. At the 
same time creating DatacenterBroker, no VM assigned job. 
Step 2: When there is a request to assign a VM, DatacenterBroker 
will analyze the status index table, estimating the completion 
time of any VM based on the formula presented below. The 
calculation also includes jobs available in the queue of each VM. 
The virtual machine will finish with the earliest time chosen for 
this task. If there is more than one, it is one of the first choices. 

 
 

        (1)                                      
Step 3: Return selected VM algorithms to DatacenterBroker. 
Step 4: The DatacenterBroker post is working on the VM that is 
specified by the code. 
Step 5: DatacenterBroker informs the algorithm about the new 
assignment. 
Step 6: Get the algorithm to the VM status indicator table and 
update task. 
Step 7: When the VM finishs the required processing and the 
DatacenterBroker is responding to the job, the update is the job 
that completes in the status table and reduces 1 job in the index 
table. 
Step 8: Go to Step 2 

 

5 THE PROPOSED METHOD 
Service providers must provide more satisfactory services to 
obtain users and, therefore, more profits. Researches have 
shown that the highest cost to service providers is related to 
the maintenance of existing infrastructures and hardware, not 
the creation of infrastructures. It has been also shown that the 
highest maintenance cost is related to energy consumption. 
Other problem that has been created caused by the high ener-
gy consumption is the introduction of many greenhouse gases 
into the environment. Improving these issues depends on the 
right use of hardware equipment, especially data centers. If it 

Number of requests 
per minute 

number of 
users 

Category 

500 500 Test 1 
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is possible to respond to users' requests by keeping active at 
least the physical machines, so that the level of performance 
required by the contract with the service provider is not vio-
lated, then the energy consumption can be reduced, which 
will reduce the cost of service providers and consumers, and 
ultimately helps a lot to environment. 

Our main purpose in this research is to increase the quality 
of service (QOS) in the cloud environment, which according to 
the following proposed algorithm that its flowchart has been 
shown, more and better resources can be provided in such an 
environment. 
5.1 Figures and Tables 
In Figure 1, a flowchart of a proposed algorithm has been 
presented in order to improve the changes in virtual machine 
migration, the amount of SLA violation, the average runtime, and 
the optimization of the standard deviation time. 

 
Fig  1.   Flowchart of the proposed algorithm 

Energy consumption in cloud environments is examined 
from two perspectives. The first perspective of static power 
management, which is more related to hardware equipment, 
and is beyond the scope of this essay and the second perspec-
tive is the dynamic management of energy consumption 
which is the main subject of our discussion. 

The allocation of resources can also be divided into two 
categories: 

The first part is accepting new requests and getting virtual 
machines for them and putting these virtual machines on the 
hosts. The second part of the resource allocation process address-
es to optimize previous allocations. 
      It should be noted that in the main essay method, we have 
reduced the average response time and less processing requests. 

6 EVALUATION 
 In this section, we will evaluate and observe the improvement of 
energy efficiency for the declared test conditions. we used three 
load balancers and four computational nodes per each balancer in 

the Cloudsim setting and in Java language to implement the pro-
posed algorithm from a distributor. In each test, 500 users send a 
total of 500 requests per minute for processing. 
6.1 Examine and compare energy consumption 
We have compared the cost of data transfer and the virtual ma-
chine cost in two ways in Table 1. 

 
     TABLE 1      

 OPTIMIZING ENERGY CONSUMOTION 
a) Main essay method 

 
 

b) proposed algorithm 
 

 
  

As it can be shown in Table 1, the amount of energy con-
sumed in the main algorithm and their average of the pro-
posed algorithm are higher.  

6.2 Examine and compare the power consumption rate 
of the system 
In this section, we will have charts of power consumption rate in 
each cluster, then in the whole system, and the average of power 
consumption of the processor in the system. 

 
TABLE  2.      

  AVERAGE OF SYSTEM POWER CONSUMPTION 
 

a) Main essay method 

 
 

b) proposed algorithm 
 

 
 

 As power consumption can be seen in Table 2, the average 
of power consumed in the main algorithm is higher than the 
average of total consumed balance of the proposed method. 

 
6.3 Examine and compare the processor consumption 
rate 
In this section, we have examined and compared processor con-
sumption rate in computing nodes in both algorithms. Reducing 
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processor consumption rate in computing nodes will mean re-
ducing final energy consumption. 

 

TABLE 3.       EXAMINE AND COMPARE THE PROCESSOR 
CONSUMPTION RATE 

a) Main essay metho 

 
 

b) proposed algorithm 
 

 
 

  

7 CONCLUSION 
Due to the growing popularity of cloud computing, if the en-
ergy that is consumed in the cloud service provider's re-
sources to be not controlled, then the cost of the service 
providing will increase in the first step and will subsequently 
affect the cost of paying of clients. Load balancing is one of the 
major challenges in cloud computing, which requires balanced 
local workload distribution to provide user satisfaction. Dy-
namic load balancing is essential to increase operational ca-
pacity and power and reduce the time of return. Although 
much effort has been made to obtain load balancing algo-
rithms in the cloud environment, but given the rapid ad-
vancement of available technologies in the cloud environment 
and the widespread use of the cloud, a greater examining of 
load balancing and resource allocation is considered a must. In 
this essay, an algorithm was presented and simulated for dy-
namic load balancing in this environment. Given the per-
formed simulation and the obtained findings in the field of 
load balancing in the cloud data centers, it can be seen that 
energy consumption has improved compared to other meth-
ods, while server operational capacity has not decreased and 
performance is acceptable. As a result, it must be claimed that 
the use of our proposed method has largely been able to fix 
the problems that exist in load balancing to allocate resources 
in the cloud environment. As a result, user satisfaction will 
increase in comparison with other methods. Reducing error 
rates and tolerance, reducing latency time, expanding, etc. are 
issues that need to be addressed in future researches in order 
to improve the quality of service. 
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